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SOS: Score-based Oversampling for Tabular Data

(세부3) 빅데이터대상의빠른질의처리가가능한탐사데이터분석지원근사질의 DBMS 기술개발

• Class imbalance problems lead to sub-optimal 
training outcomes.

• Around the class boundary, many samples are 
placed regardless of their class.

• It is important to oversample focusing on 
where classifiers are difficult to classify.

Contributions:
1. Design a score-based generative model for 

tabular data.
2. Propose a fine-tuning method, further 

enhancing the generation quality.
3. Propose a style transfer-based oversampling 

method to generate samples around the 
class boundary.

Motivation

• The samples around the class 
boundary have both major 
and minor characteristics.

• By generating samples around 
the class boundary, classifiers 
can be trained to classify the 
samples better.

Score-based Generative Models (SGMs) [1]
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Reverse SDE (noise → data)
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Related Work

1. SDE-based framework
• Forward SDE is to add gaussian noises to 𝐱(0).
• Reverse SDE is to remove noises from 𝐱 𝑇 .
• The score network approximates the score 

function:

2. Denoising score matching loss
• Estimate the score of the perturbed data 

distribution.
• Collect the gradient of log transition 

probability ∇𝐱𝑡 log 𝑝(𝐱𝑡|𝐱0) during forward 

SDE.

•

𝑆𝜃 x𝑡 , 𝑡 ≈ ∇x log 𝑝𝑡(x)

𝜃∗ = argmin
𝜽
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Oversampling

Major Minor

Proposed Method

• Separately train two SGMs for major and 
minor classes.

• Smaller steps are enough to solve the 
reverse SDE.
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Tabular 
Data

Comparing 
two gradients

Fine-tuning

2. Fine-tune the minor score network.

1. Train a score-based generative model for each 
class.

3. Oversample minor class records.

I. Style transfer-based oversampling
• Select the major class record 𝐱0

+.
• Derive a noisy vector 𝐱𝑇

+.
• Transfer 𝐱𝑇

+ to ො𝐱0
− using the minor’s reverse 

SDE.
• 𝐱𝑇

+ contains information on its original 
record. 

• Generate a sample around the class 
boundary.

II. Plain score-based oversampling
• Sample a noisy vector 𝐳~𝒩(𝜇, 𝜎2).
• Follow the standard use of SGMs.

I. Evaluate scores with each score network at 
(xt, 𝜖t).
• A record 𝐱 is from the entire data regardless of 

class.
• A time 𝜖t (a small value close to 0) means the 

last moment of the reverse SDE.

II. Calculate an angle between the gradient of 
major and minor classes.
• When the angle is smaller than 𝜉, their

directions are similar.
III. Decrease the gradient of the minor score 

network by a factor of 𝑤.

𝐿 𝑥, 𝑡 = ԡ𝑆𝜃 𝐱𝑡, 𝑡 ฮ−𝑤𝑔𝑥,𝑡 2
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Experiments
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• Weighted F1 is to give a higher weight to a smaller 
class.

Experimental Results

• Identity is a minimal requirement for 
oversampling.

• SOS clearly outperforms all baseline methods 
and increases the F1 score after oversampling in 
all cases.

Column-wise histogram & t-SNE plot

• The scatter plot 
shows real and fake 
records with style 
transfer-based 
oversampling.

• Solid red dots are 
around the class 
boundary.

• SOS successfully 
captures the real 
distribution, but CTGAN 
fails.

Reference

[1] Song et al., Score-Based Generative Modeling 
through Stochastic Differential Equations. In ICLR, 
2021.

빅데이터 분석 및 AI 처리를 위한 클라우드向 차세대 DBMS 기술


